
Interpreting the Impact of Weather on Crop Yield
Using Attention

Tryambak Gangopadhyay
Department of Mechanical Engineering

Iowa State University
Ames, IA 50011

tryambak@iastate.edu

Johnathon Shook
Department of Agronomy

Iowa State University
Ames, IA 50011

jmshook@iastate.edu

Asheesh K. Singh
Department of Agronomy

Iowa State University
Ames, IA 50011

singhak@iastate.edu

Soumik Sarkar
Department of Mechanical Engineering

Iowa State University
Ames, IA 50011

soumiks@iastate.edu

Abstract

Accurate prediction of crop yield supported by scientific and domain-relevant
interpretations can improve agricultural breeding by providing monitoring across
diverse climatic conditions. The use of this information in plant breeding can help
provide protection against weather challenges to crop production, including erratic
rainfall and temperature variations. In addition to isolating the important time-steps,
researchers are interested to understand the effect of different weather variables on
crop yield. In this paper, we propose a novel attention-based model that can learn
the most significant variables across different weeks in the crop growing season
and highlight the most important time-steps (weeks) to predict the annual crop
yield. We demonstrate our model’s performance on a dataset based on historical
performance records from Uniform Soybean Tests (UST) in North America. The
interpretations provided by our model can help in understanding the impact of
weather variability on agricultural production in the presence of climate change
and formulating breeding strategies to circumvent these climatic challenges.

1 Introduction

One important challenge in plant breeding and crop production is to predict performance (for example,
seed yield) in different environments. In addition to generating predictions, interpretability is an
important aspect to generate domain insights. It is important to understand how agricultural production
is affected by the variability of weather parameters in the presence of global climate change, especially
with a higher occurrence of extreme weather events. The ability to interpret prediction outcomes
from a machine learning model (learning temporal dependencies from multivariate time series) can
significantly benefit the domain experts.

Among different crops, soybean has a long history of cultivation in the US and Canada [1, 2, 3].
North American annual soybean yield trials (known as Uniform Soybean Tests (UST)) have been
coordinated through the United States Department of Agriculture (USDA) since 1941 [4, 5]. These
trials are used to evaluate current and experimental varieties in multiple environments within their
range of adaptation. These trials are valuable sources of historical and current data.
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Long Short Term Memory (LSTM) networks, which can effectively capture the long-term temporal
dependencies in multivariate time series [6], have been utilized in different applications, including
yield prediction [7, 8]. Attention-based model [9] was initially introduced for neural machine
translation to outperform the Encoder-Decoder model [10, 11]. Attention based models have also
been proposed for time series prediction [12, 13, 14, 15, 16, 17, 18]. Some models [19] have only
spatial attention while some models are non-causal [12, 14] or non-scalable [13]. LSTM based
model has been used for corn yield estimation [20], but the model lacks interpretability and temporal
resolution in the absence of daily weather data. Attention-based LSTM has been used along with
multi-task learning (MTL) output layers [21] for county-level corn yield anomaly prediction without
field-scale farming data. Previous works using deep learning for yield prediction has utilized multi-
spectral data [22] and applied deep neural networks [23] without considering model interpretability.
Only temporal attention has been studied in [15] without considering the importance of different
variables for yield prediction.

In this paper, we propose a model based on LSTM and a dual-attention mechanism that is accurate in
predicting crop yield and can provide interpretations across 30 weeks of weather data in the growing
season. The model is causal (i.e., only depends on past inputs and does not use future inputs while
learning the temporal dependencies) and scales well with an increase in the number of variables.
To the best of our knowledge, this is the first work on attention-based model for spatiotemporal
interpretability in yield prediction. The model works on daily weather data, aggregating weekly
information using spatial attention. It highlights which weather variables are significant in each week.
After the spatial attention phase and encoding with LSTM layers, the temporal attention learns the
most significant time-steps (weeks). We envision broad applicability of this approach for soybean
and other crop species under different climatic conditions.

2 Dual Attention (Dual-Att) Model

We denote the daily multivariate time series input as X = [x1,x2, ...,xN ]> ∈ RN×T , where T
denotes the entire crop growing season, which is 210 days. N denotes the number of weather
variables. We divide the entire dataset into weekly time windows with no overlap between two
consecutive windows. Therefore, in total, there are 30 (Tx) time-windows or weeks, referred to
as time-steps here. At time-step (week) t ∈ {1, 2, ..., Tx}, all the associated weather variables for
that week are denoted as xt = [x1

t ,x
2
t , ...,x

N
t ]> ∈ RN×7. We can also express the time series as

X = [x1,x2, ...,xTx
]>. With X as input, we predict y ∈ R, the yearly value of crop yield.

We propose a novel attention-based model called the Dual Attention (Dual-Att) Model, which can
provide insights regarding the relative significance of different weather variables on yield prediction
throughout the crop growing season. The model comprises spatial attention before the encoder
(LSTM layers) and temporal attention after the encoding phase. The model is illustrated in Fig 1.

The inputs to the spatial attention are spatial embeddings generated from the data of the corresponding
week t. At time-step t, a feed forward neural network is used to compute the spatial embedding for
each feature xi

t ∈ R7, i ∈ {1, 2, ..., N}. From xt = [x1
t ,x

2
t , ...,x

N
t ]>, the spatial embeddings are

computed as dt = [d1
t ,d

2
t , ...,d

N
t ]>, where di

t ∈ Rm.

We use a feed-forward neural network as an alignment model for computing the associated energies
of spatial attention. Given the spatial embedding di

t ∈ Rm, the spatial attention weight βi
t for the i-th

variable is computed. ReLU activation function is used instead of tanh due to slightly better results
observed in the empirical studies. The parameters to learn are We ∈ Rm. Then, the spatial context
vector gt is computed using the spatial attention weights.

eit = ReLU(W>e di
t), β

i
t =

exp(eit)∑N
o=1 exp(eot )

, gt =

N∑
i=1

βi
td

i
t (1)

After the spatial attention phase, the sequence of spatial context vectors can be denoted as G =
[g1,g2, ...,gTx ]

>, where gt ∈ Rm. G is the input to the encoder which consists of two stacked
LSTM layers. After reading the input sequence in order from g1 to gTx , the encoder learns the
temporal dependencies with two LSTM layers and computes the sequence of hidden states (temporal
embeddings) H = [h1,h2, ...,hTx

]>, where ht ∈ Rm.
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Figure 1: Illustration of the proposed Dual Attention (Dual-Att) Model.

The temporal attention mechanism takes the temporal embeddings as input. The associated energy
at is first computed using a feed-forward neural network to get the temporal attention weight αt

corresponding to the hidden state ht. The weight αt shows the importance of ht in predicting the
yield y. The temporal context vector s is then computed to aggregate the information across all the
weeks in the crop growing season.

at = ReLU(W>a ht), α
t =

exp(at)∑Tx

l=1 exp(al)
, s =

Tx∑
t=1

αtht (2)

The parameters to learn are Wa ∈ Rm. The proposed Dual-Att Model aggregates the weekly
information using spatial attention and learns the temporal dependencies followed by aggregating the
temporal information across the growing season. It can highlight the important weather variables for
each week and also identify the significant weeks across the year.

3 Experiments

3.1 Dataset

From 2003-2015 USTs, files were were downloaded as PDFs [4, 5]. The on-line utility Zamzar
(zamzar.com) was used for data pre-processing. Manually, we curated the tables to align all per-
formance records for corresponding genotype/location combinations. We do not consider records
without yield data (due to a variety not being planted in a specific location or dying before production
of seed). After data cleaning, the final dataset used for this paper’s experiments comprise 103,365
performance records over 13 years, representing 5839 unique genotypes. The performance records
were augmented with the weather data based on the nearest available weather station (25km grid) on
Weather.com. We compiled the daily weather records throughout the growing season (defined April 1
through October 31). The dataset consists of 7 weather variables - Average Direct Normal Irradiance
(ADNI), Average Precipitation (AP), Average Relative Humidity (ARH), Maximum Direct Normal
Irradiance (MDNI), Maximum Surface Temperature (MaxSur, ◦F ), Minimum Surface Temperature
(MinSur, ◦F ) and Average Surface Temperature (AvgSur, ◦F ). The training, validation and test sizes
are approximately 82,692, 10,336, and 10,337, respectively.
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Table 1: Comparison of empirical results with baseline models on the test set. Tr. Time / Iter: Training
Time / 1000 iterations, Num. Params: Number of trainable parameters

Model RMSE MAE R2 Score Tr. Time / Iter Num. Params
LSTM 8.714 6.502 0.704 35.4 s 202,369

LSTM-Att 8.759 6.599 0.701 36.2 s 202,497
Dual-Att 9.268 7.008 0.665 43.1 s 265,601

Figure 2: Distribution of temporal attention weights and weights for different variables spanning the
growing season for a sample performance record in the test set.

3.2 Baseline Models and Results

Baseline Models: We use two baseline models for comparison of the empirical results: LSTM model
and LSTM with temporal attention (LSTM-Att) model. In the LSTM model, there are two encoder
LSTM layers with no use of an attention mechanism. The LSTM-Att model comprises of encoder
LSTM layers and temporal attention without the use of spatial attention. The hidden state dimensions
for the LSTM and LSTM-Att models are kept the same as that of the Dual-Att model.

Results: We select the optimal hyper-parameters for the Dual-Att model after performing experiments.
We keep the hidden state dimensions of the LSTM layers and the spatial embedding dimension the
same for simplicity. The dimension of 128 shows better performance in our experiments. We use
Adam optimizer with a constant learning rate of 0.001 to train our model on NVIDIA Titan RTX GPU.
Three evaluation metrics are used: root mean square error (RMSE), mean absolute error (MAE), and
coefficient of determination or R-squared score (R2). From the empirical results in Table 1, Dual-Att
maintains high accuracy, with the performance quite close to the baseline models on all the three
evaluation metrics. Dual-Att is computationally tractable and provides the added benefit of spatial and
temporal interpretability. From Fig. 2, for a test sample, we observe that average precipitation (AP)
is found to be the most important variable for most of the weeks in the growing season. Irradiance
(ADNI, MDNI) is also highlighted the most by Dual-Att for few weeks. The temporal attention
weights highlight the increasing importance of the features in the time period of weeks 8 to 10.

4 Conclusion

In this paper, we propose a model based on a dual-attention mechanism, which can be a great resource
for domain experts who seek trustworthy (not just a black-box) deep learning models for crop yield
prediction, particularly in the context of weather variables and their role in crop yield. Valuable
insights can be gained by understanding predictions from the perspectives of ‘what’ and ‘where’
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highlighted by our proposed model. The insights obtained by using this model can help us understand
the impact of weather on yield prediction and strategize plant breeding activities with data-driven
decision-making. In the future, we plan to continue fine-tuning our model to achieve higher accuracy
and perform detailed interpretation studies with different test-case scenarios.
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