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Abstract

We introduce the Spatiotemporal Multiresolution Tensor Learning (ST-MRTL)
model, an extension of MRTL [11] to spatiotemporal data. ST-MRTL offers greater
time-efficiency and produces interpretable latent factors by training on both spatial
and temporal data in different resolutions. We apply ST-MRTL to sea salinity and
temperature data. ST-MRTL predicts the precipitation’s variation from the mean in
the Midwest region of the United States and generates interpretable latent factors.
Additionally, ST-MRTL converges 9-20x faster than the original MRTL solution
and depicts historic causes of precipitation in the Midwest, so we can understand
patterns in rainfall over time.

1 Introduction

Different aspects of the Earth’s climate system vary at different space and time frequencies. For
example, the Madden-Julian Oscillation (MJO) and the El Nino-Southern Oscillation (ENSO) increase
the chances of an environment receiving above average rainfall within a period of 30-60 days [16], or
4 years [4] respectively. Each of these large sea-atmosphere climate interactions contribute to our
understanding of how spatiotemporal frequencies affect rainfall. Since the MRTL model does not train
on discrete temporal resolutions, it can not detect the variance of these aforementioned frequencies.
The ST-MRTL algorithm can detect these changes in long-term global warming trends that may
happen every 100 years and shorter term frequencies (such as MJO and ENSO) because it trains on
finer spatial and temporal resolutions as the runtime increases. Spatiotemporal analysis, which is a
form of geographical data analysis, discovers and explains patterns in large-scale spatiotemporal data.
Oftentimes however, existing spatiotemporal analysis methods that don’t train on different temporal
and spatial resolutions converge at a slow rate or do not produce interpretable latent factors.

Several methods such as, geographically weighted regression [1], and Gaussian processes [2] are
used to study large spatial areas, but have difficulty with scaling to high-resolutions. Past research
demonstrated that multiresolution methods, such as latent factor models [10, 7], multiresolution
matrix factorization, and deep learning [13, 14] converge at a much faster rate than fixed-resolution
models [11]. The Multiresolution Tensor Learning (MRTL) algorithm more accurately predicts
spatial events, and are not as computationally expensive as fixed-resolution models [11]. However,
MRTL’s design is unable to detect the variance of these temporal frequencies, because it does not
train on different temporal resolutions.

We present the Spatiotemporal Multiresolution Tensor Learning (ST-MRTL) model. The ST-MRTL
algorithm improves upon MRTL because it trains on datasets in different spatiotemporal resolutions.
We will compare ST-MRTL to MRTL throughout this paper, in order to explain the purpose of
incorporating multiresolution spatiotemporal tensors for climate prediction. In this research, we
evaluate the ST-MRTL model on climate data and discover that: (1) ST-MRTL can be applied to
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Algorithm 1 Multiresolution Tensor Learning:
1: Input: initialization W0, data X,Y .
2: Output: latent factors F (r)

3: # full rank tensor model
4: for each resolution s ∈ 1, . . . , s0 do
5: for each resolution r ∈ 1, . . . , r0 do
6: Initialize t← 0
7: Get a mini-batch B from training set
8: while stopping criterion not true do
9: t← t+ 1

10: W
(s,r)
t+1 ←Opt

(
W

(s,r+1)
t | B

)
11: end while
12: W (s,r+1) =Finegrain

(
W (s,r)

)
13: end for
14: W (s+1,r1) =Finegrain

(
W (s,r)

)
15: end for
16: # tensor decomposition
17: F (s0,r0) ←W (s0,r0)

18: # low rank tensor model
19: for each resolution s ∈ s0, . . . , S do
20: for each resolution r ∈ r0, . . . , R do
21: Initialize t← 0
22: Get a mini-batch B from training set
23: while stopping criterion not true do
24: t← t+ 1

25: F
(s,r)
t+1 ←Opt

(
F

(s,r)
t | B

)
26: end while
27: F (s,r+1) =Finegrain

(
F (s,r)

)
28: end for
29: F (s+1,r1) =Finegrain

(
F (s,r)

)
30: end for

large-scale datasets, (2) ST-MRTL converges faster than the original MRTL model, and (3) ST-MRTL
is able to produce interpretable and accurate spatial and temporal latent factors.

2 Multiresolution Tensor Learning for Spatiotemporal Data

Full Rank Tensor Model Initially, ST-MRTL consists of a full-rank tensor model
that can be applied to data with spatial and temporal features. The number
of temporal features are s = 1,..., S resolutions with corresponding dimensions
S1, ..., SR. The number of spatial features are r = 1,..., R resolutions with corresponding dimensions
D1, ..., DR.The weight tensor,W(r,s) ∈ RI,Ts,F,Dr , is parameterized by tensor learning. i is the nu-
mber of outputs and F is the number of non-spatial features. The form of the input data is X(r,s) ∈
RI,Ts,F,Dr . The input features and the model depend on the resolution. At resolution r and s, the full
rank tensor learning model can be written as:

yi = a

(
Ts∑
t=1

F∑
f=1

Dr∑
d=1

W(r,s)
i,t,f,dX

(r,s)
i,t,f,d + bi

)
, (1)

where a is the identity activation function, and bi is the bias for the output i.

Low Rank Tensor Model A low-rank tensor model is created by using CANDE-COMP/PARAFAC
(CP) decomposition. Low-rank models contain less variables, which remove noise in the results.
CANDE-COMP/PARAFAC (CP) decomposition decomposes the weight tensor, W, which is the
gradient. The sum of rank-1 tensors represents W [5]. The weight tensor factorizes into multiple
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factor matrices:

W(r,s)
i,f,d =

K∑
k=1

Ai,kBf,kC(r,s)
d,k (2)

yi = a

(
F∑

f=1

Ts∑
t=1

Dr∑
d=1

K∑
k=1

Ai,kBf,kC(r,s)
d,k X

(r,s)
i,t,f,d + bi

)
(3)

where the columns of A, B, C(r,s)are latent factors for each mode ofWand C(r,s)depend on the
resolution.

3 Experiments

To demonstrate the potential of ST-MRTL, we predict precipitation in the U.S. Midwest. Further
explanation of the datasets, implementation details and finegraining criteria are in the Appendix.

Tensor Regression on Climate Data
We produce Eqn. (4) when Eqn. (1) is applied to the climate dataset. We train ST-MRTL on sea
surface salinity (SSS) and sea surface temperature (SST) data in order to predict the variability in
rainfall in the Midwest by using the previous 12 months. Additionally, we are using the previous
1 year, 4 seasons, or 12 months to predict the variability in rainfall. Stochastic gradient descent
and tensor linear regression train the ST-MRTL model. Let X be the historical oceanic data, which
contains SSS and SST across Dr locations and Ts time resolutions. The different resolutions for
time consist of year, seasons, and months. The weight tensor, W , is the gradient. F is number of
non-spatial features.

Y =

Ts∑
t=1

F∑
f=1

Dr∑
d=1

W(r,s)
t,f,dX

(r,s)
t,f,d + b (4)

4 Results

Figure 1: This latent factor heat map depicts the sea surface latent factors. The red and blue areas in
the northwest Atlantic region (east of North America and Gulf of Mexico) indicate the soil moisture
feedback that contributes to precipitation in the U.S. Midwest.

Accuracy and Convergence We evaluate ST-MRTL with validation loss, training loss, and runtime.
Fig. 2 displays the logistic regression curve of the training loss over time of the MRTL model vs. the
ST-MRTL model. We utilize ten trials to generate the results. Table 1 displays that the ST-MRTL
full-rank model converges approximately 9-20x faster than the MRTL full-rank model, and that the
ST-MRTL low-rank model converges approximately 9-13x faster than the MRTL low-rank model.
Additionally, the low-rank ST-MRTL model produces more accurate results than the full-rank ST-
MRTL model. Since the low-rank ST-MRTL model’s validation loss converges to a smaller value
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Table 1: Validation Loss and Runtime of S. MRTL models vs. S.T. MRTL models

Model Validation Loss Validation Loss Time(s)

S.T. Full 0.0453 ±0.0036 0.0730±0.0104
S.T. Low 0.0414±0.0023 0.4591 ±0.1048
S. Full 0.0315±0.0004 1.2431±0.3788
S. Low 0.0270±0.0003 5.3702±2.0393

than the full-rank ST-MRTL model’s validation loss, this proves the importance of a full-rank model
initializing the low-rank model. The ST-MRTL model’s validation loss is 1.3-1.6x greater than the
original MRTL algorithm. The ST-MRTL’s model’s accuracy is relevant because the percentage
difference between the ST-MRTL loss and the MRTL loss is minor.

Figure 2: Logistic Regression Curve of Training Loss Over Time of S. MRTL vs. S.T. MRTL for the
Full-Rank(left) and Low-Rank(right) case based on 10 Trials

Interpretability Interpretability is one aspect of evaluating ST-MRTL. By training the full-rank
model before the low-rank model, we produce spatial and temporal latent factors that are more
understandable. Fig. 3 is a series of line graphs that depict a temporal latent factor. The line plots for
the monthly and seasonal resolutions tend to increase and decrease during similar time periods.
Fig. 1 contains heatmaps that compare the MRTL vs ST-MRTL model’s spatial latent factors to each
other. We normalize the latent factors in Fig. 1 to (-1,1). The red portion represents positive values,
and the blue portion corresponds to negative values. The red and blue areas near the Gulf of Mexico
and the Northwest Atlantic ocean in Fig. 1 prove that the ST-MRTL and S-MRTL predictions align
with the findings from [8, 9] because these aforementioned regions influence the precipitation in
the Midwest due to the soil moisture feedback from these areas. Both the MRTL and ST-MRTL
algorithms are equally as interpretable because aggregations of colors are present in different areas
on the heat map.

Figure 3: Line plots for the temporal latent factor, A

5 Conclusion and Future Work

The ST-MRTL model’s ability to accurately predict the variation in rainfall further proved that this
model is less computationally expensive than MRTL and can produce explainable latent factors.
In the future, we hope to 1) make predictions in real-time so we can apply it to real-time data, 2)
incorporate additional metrics to improve predictions, such as using climatology and persistence, 3)
apply ST-MRTL to additional spatiotemporal datasets, 4) experiment with different stopping criteria
and patience factors, so we increase the accuracy of ST-MRTL.
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A Experiment Details

A.1 Climate Dataset

The monthly precipitation in the U.S. dataset from 1895-2019 is from the PRISM dataset. The
monthly sea salinity and temperature datasets from 1900-2018 are from the EN4 reanalysis datasets.
The spatial data contains North America and parts of South America. The coordinates are [-180W,
0W] and [-20S, 60N].

Moreover, we deseasonalize and detrend the datasets before they are split into the train, test, and
validation sets. The historical oceanic and precipitation datasets contain monthly measurements of
sea salinity, temperature, and precipitation respectively. Bilinear interpolation finegrains the model
weights. We calculate the ratio for the number of gridpoints and the ratio for the number of months
that we aggregate together in the next temporal resolution each time the spatiotemporal resolution
changes. These ratios preserve the magnitude of the predictions.

We map each feature in the data to different dimensions in the tensor. Time is the first dimension.
The variable is the second dimension(SSS and SST). The third and fourth dimensions are the latitude
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and longitude respectively. The shaded blue portion in Fig. 4 represents data we select given the lead
value.

Figure 4: This is a diagram of the datasets that train the spatiotemporal MRTL model

We utilize supervised tensor linear regression, and an order-3 tensor, but our model can use higher
order cases. The three dimensions in this dataset include: spatial, temporal, and variable(SSS and
SST).

A.2 Implementation Details

The datasets are split into train, validation, and test sets accordingly: 60-20-20. We utilize the
Adam optimizer algorithm along with the stepwise learning rate decay. The stepsize is 1, and γ =
.95. We use ten trials to generate the results. The mean squared error is the loss function. Stochastic
gradient descent and tensor linear regression train the ST- MRTL model. We utilize spatial regularizat-
ion in the loss function. Ridge regression and spatial regularization produce the most accurate res-
ults and prevent overfitting.

A.3 Finegraining Criteria and Resolutions

The original resolution of the climate data that ST-MRTL trains on is monthly. We aggregate these
monthly data sets at different time resolutions. The full-rank ST-MRTL model trains on the following
temporal resolutions: 1, and 4. The low-rank ST-MRTL model trains on the following temporal
resolutions: 4, and 12. Furthermore, we train the full-rank ST-MRTL model on resolutions 4x9, 8x18,
and 12x27. The low-rank model trains on resolutions 12x27, 24x54, 40x90, 60x135, and 80x180. In
regards to the finegraining criteria, we terminate training the model when the training loss is greater
than all of the past five training losses.

A.4 Hyperparameters

Table 2 displays the range of ST-MRTL hyperparameters that we experimented with. We experiment
with hyperparameters to produce the most accurate model.

B Broader Impact

This research project helps to warn people of abnormal precipitation, such as the 2019 Midwest
Floods. The Midwest has been experiencing extreme floods in the past few years. Cities with the

6



Table 2: Range of ST-MRTL model Hyperameters

Hyperparameter Climate
Batch size 8-128

Full-rank learning rate η 10−2 − 10−5

Full-rank regularization λ 10−4 − 10−1

Low-rank learning rate η 10−2 − 10−5

Low-rank regularization λ 10−4 − 0
Spatial regularization σ .003 − .3
Learning rate decay γ 0.70 − 0.95

most homes that are in danger of flooding can use ST-MRTL to have enough time to leave their
residential areas or create flood-proof landscaping. ST-MRTL is essential to the safety of everyone
because everyone deserves the chance to be able to prepare for natural disasters. If ST-MRTL does
not accurately predict the amount of precipitation in the future, several people may run the risk of not
being able to evacuate or take the precautions needed to survive abnormal precipitation. Everyone
will be able to take advantage of this research because the number of extreme weather events have
been increasing and will affect everyone in the upcoming years.
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