Published as a conference paper at ICLR 2022

LEARNING LATENT REPRESENTATIONS FOR OPERA-
TIONAL NITROGEN RESPONSE RATE PREDICTION

Christos Pylianidis, Ioannis N. Athanasiadis

Wageningen University

Wageningen, 6708 PB, The Netherlands
{christos.pylianidis,icannis.athanasiadis}@wur.nl

ABSTRACT

Learning latent representations has aided operational decision-making in several
disciplines. Its advantages include uncovering hidden interactions in data and au-
tomating procedures which were performed manually in the past. Representation
learning is also being adopted by earth and environmental sciences. However,
there are still subfields that depend on manual feature engineering based on expert
knowledge and the use of algorithms which do not utilize the latent space. Rely-
ing on those techniques can inhibit operational decision-making since they impose
data constraints and inhibit automation. In this work, we adopt a case study for
nitrogen response rate prediction and examine if representation learning can be
used for operational use. We compare a Multilayer Perceptron, an Autoencoder,
and a dual-head Autoencoder with a reference Random Forest model for nitrogen
response rate prediction. To bring the predictions closer to an operational setting
we assume absence of future weather data, and we are evaluating the models using
error metrics and a domain-derived error threshold. The results show that learning
latent representations can provide operational nitrogen response rate predictions
by offering performance equal and sometimes better than the reference model.

1 INTRODUCTION

Latent representation learning has been adopted in several disciplines to extract and handle hidden
interactions between the input variables allowing for more informed decisions. In geosciences, rep-
resentation learning algorithms emerge (Jean et al., 2018)) that perform visual analogies in the latent
space, similar to how Word2vec can be leveraged to learn how words appear in similar contexts. In
medicine, latent representation learning is used (Zhou et al., 2019b) to work with incomplete multi-
modality data to learn independent representations for the prediction of Alzheimer’s appearance. In
biology, latent representations are used to model unmeasured quantities like pain and stress (Kopf]
& Claassen) [2021). Representation learning has also found its way to the earth and environmental
sciences. Examples include learning better representations of 2D coordinates (Mai et al., [2022)),
and extracting unknown basin characteristics (Ghosh et al., 2021)). However, it has been observed
(Neumann et al., 2019) that this is not the case for several subfields, where practitioners prefer to
use features based on expert knowledge and already proven algorithms that do not explore the latent
space. This creates missed opportunities to examine whether improved predictive performance can
be achieved, or new interactions to be found, or even to automate prediction pipelines. A repre-
sentative case of such a missed opportunity is with estimating nitrogen application for fertilization
purposes.

Nitrogen is the nutrient that crops and pasture draw from the soil in the greatest quantities (Rivai
et al., |2021)) and thus it becomes a growth-limiting factor (Zhou et al[2019a)). Nitrogen deficiency
has been associated with low yields (Zhang et al., 2015b), and pastures in several countries suffer
from it (Rotz et al., 2005; Whitehead, |1995). Farmers apply nitrogen-containing fertilizer to in-
crease pasture growth rates but environmental concerns rise as nitrogen has been linked to soil(Han
et al.| [2015), freshwater and atmosphere pollution(Zhang et al., 2015a). Subsequently, agricultural
practitioners are asked to control nitrogen application with precise doses based on nitrogen response
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ratNRR). To control nitrogen application, research is being directed towards modern systems like
digital twins (Nasirahmadi & Hensel,|2022) which can aid decision support through automation and
data integration. However, digital twins require components, such as process-based and machine
learning (ML) models, that are able to predict NRR across several months in the future to be consid-
ered operational. Process-based models that can calculate NRR exist but they are of limited use as
the weather months after nitrogen application is unknown yet required to run the model. Also, while
NRR observations exist from experiments, they are sparse and not enough to train ML models.

In a recent study (Pylianidis et al., |2022)), we presented a methodology to tackle these data-related
problems by training ML models based on process-based model output. We predicted pasture NRR
two months ahead of the prediction date, assuming an absence of intermediate weather data. How-
ever, we performed common practices of environmental sciences like selecting features solely based
on expert knowledge, averaging weather variables, and feeding all those to Random Forest (RF)
(Breiman, [2001). Hence, the latent space of data was not explored, and it was left unchecked if we
could achieve similar performance with higher resolution data by learning the latent space. That
would be important to examine since methods that learn the latent space have shown to perform
equally or better than approaches that do not, as they may capture interactions that are not yet un-
derstood. Also, it would promote automation in systems like digital twins by removing the step of
manual feature extraction. In this work, we are going to treat this study as a stepping stone, as it
proved that we can have accurate NRR predictions in limited data settings, in a situation where an
ML model and a process-based model alone were not operational.

Here, we perform a systematic comparison of different architectures to learn the latent space of a
synthetic dataset for NRR prediction. We adopt the case study and data provided by (Pylianidis
et al, |2022) and we use RF as a reference for comparing the performance of the architectures. We
learn the latent representations of the inputs/outputs of a process-based model and predict NRR
with a Multilayer Perceptron (MLP), an autoencoder (AE), and a dual-head autoencoder (DAE). We
perform multiple runs for each architecture as well as RF to verify the robustness of each model. We
then evaluate the results using error metrics as well as a domain-derived error threshold.

2 MATERIALS AND METHODS

2.1 CASE STUDY & DATA GENERATION

The case study was concerned with finding the pasture NRR for two sites (Fig. @) in New Zealand.
The prediction target was the NRR of pasture dry matter grown in the two months after fertilizer
application. Data generation was performed with APSIM (Holzworth et al.,|2014)). The simulation
parameters of APSIM covered conditions that are known to affect pasture growth. The full factorial
(Antony}, 2014) of those parameters was created and put to APSIM. The range of each parameter
can be seen in Table

2.2 DATA PREPROCESSING

The generated data were processed to form a regression problem. The target variable was the NRR
and the input variables were the weather, fertilizer amount, fertilization month, irrigation and a
subset of biophysical variables produced by APSIM. From the generated daily data, only the data
within the first 28 days prior to fertilization were preserved because pasture is supposed to ’lose
memory’ of past conditions after that time frame. Weather data after that these 28 days were
also discarded as they would be unavailable in operational conditions. The remaining data were
split into 67.5% training, 12.5% validation, and 20% test sets, based on years, to avoid information
leakage during later processing stages. The validation set included the years [1979, 1987, 1999,
2007], the training set years [1979-2010] excluding the validation years, and the test set [2011-
2018].

' Amount of extra kg of yield for every kg of nitrogen applied (kgyicia/ha/kgnitrogen)
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2.3 ARCHITECTURES

2.3.1 MULTILAYER PERCEPTRON

An MLP was put in the comparison to examine how its latent space learning capabilities compared
with learning compressed representations of an AE. The loss was given by equation[I] The network
topology can be seen in Fig. |1} Training parameters can be found in Appendix
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Figure 1: The topology of the MLP.

2.3.2 AUTOENCODER

An AE was selected to create a compressed representation of the input variables. The AE included
skip connections similarly to (Li et al., 2018) from the encoder to the decoder to lessen degradation
(He et al.,|2016)). The reconstruction loss was given by equation@ After training the AE, the decoder
was removed and replaced by an MLP. Training was performed again for the MLP (with loss given
by equation[I] and a frozen encoder) to learn to predict NRR. The autoencoder topology can be seen
inside the dashed line of Fig.[2]
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where N = batch size.

2.3.3 DUAL-HEAD AUTOENCODER

The encoder and decoder parts were the same as of the ’simple’ AE. The addition was that the
compressed representation was then directed to an MLP which carried out the NRR prediction task.
The network topology can be seen in Fig.[2] Both the AE and the MLP were trained simultaneously,
with the total loss being the summation of the equations

2.4 EVALUATION

The performance of the different architectures was compared using the mean absolute error (MAE),
the variance learned from the latent representations using 2, and the standard deviation of the pre-
dictions. Also, the predictive capacity of the models was assessed using a domain-derived error
threshold of 5 kgyicia/ha/kgnitrogen- Prediction residuals systematically above that threshold con-
stituted a model incapable for operational use. Each architecture, as well as RF, were ran 5 times
with different seeds to verify the robustness of the results.
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Figure 2: The topologies of the AE (inside the dashed border), and the DAE (altogether).

3 RESULTS

In Table[I] we see the error metrics for each architecture and location aggregated over the runs. RF
has the lowest error and highest explained variance for both locations. AE has the largest error and
lowest R?. DAE has the lowest errors among the architectures with just a slight edge over MLP.
Regarding the standard deviations of the predictions, AE has the lowest deviation and DAE the
highest.

Table 1: Error metrics for each architecture and RF aggregated over the runs. o refers to the standard
deviation of the predictions of the runs.

RF MLP AE DAE
MAE R? o MAE R? o MAE R? o MAE R? o

1.55 068 353 | 1.85 0.62 3.63 | 226 045 334 | 1.72 0.65 3.62
1.87 061 416 | 2.19 053 457 | 272 038 4.02 | 207 05 49

Waiotu
Mahana

In Fig.[3] we can see how the residuals of the different architectures compared to RF across months.
The residuals were aggregated over years and the five runs. For the first location, Waiotu, we observe
that all candle bodies are below the domain-derived threshold that we set, with some upper whiskers
overcoming the threshold. DAE seems to be the best performing architecture, since it has the shortest
body of the three and also lower medians. Also, DAE appears to have slightly lower errors than RF
in several cases. AE appears to have the largest errors, with large candles and extended upper
whiskers. For Mahana, most candles are below our threshold but with larger bodies than Waiotu and
taller upper whiskers. For January and December AE is above and close to the threshold respectively,
generally having the highest errors. MLP and DAE seem to outperform RF for January, February,
and December. Again, DAE has the best performance of the three architectures with candles being
lower than the rest and lower medians.
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Figure 3: Residuals for each architecture and RF aggregated over years and runs. The horizontal
dashed line indicates the domain-derived threshold. The body of the candles represents 50% of the
values, and the bottom and top whiskers 25% each. The horizontal lines inside the candles show the
median.
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4 DISCUSSION

From a performance-oriented perspective, we could deduce that RF is the best model by looking at
the error metrics. However, we cannot judge how much better it is from MLP and DAE or how well
the different architectures learned because their errors and standard deviations were similar. A more
clear case is that of AE, which underperforms the rest of the models considerably. The standard
deviation of its predictions might be the smallest but this may be due to learning a small part of the
lower dimensional manifold, created on the output of the encoder, and thus not being able to offer
varied predictions.

Examining the residuals of the architectures, we observe that they provide predictions mostly within
our domain-derived threshold. The multiple runs and yearly aggregation demonstrate the stabilityﬂ
of the models, showcasing their robustness. This conveys that the models were able to extract latent
representations which allow them to be potentially used in an operational setting. AE appeared to be
the weakest model since its candles were generally larger, exceeding our threshold in Mahana. The
two stage training (first autoencoder, then replacing then decoder with an MLP) may have caused
it to weigh more on learning how to reconstruct its inputs rather than how NRR is connected with
them. On the other hand, the MLP was able to extract more meaningful representations for NRR
predictions something evident from the fact that in many months it was on par and sometimes better
than RF. Similarly, DAE performed equal or better than RF in most months for both locations.
This may imply that the latent space that MLP and DAE learned covered aspects which were not
represented in the manually derived expert features of RF. Also, the performance gap between AE
and DAE showed that optimizing simultaneously for two tasks when one task depends on the other
can make the network learn better representations in the context of this study.

An aspect potentially affecting the results of the architectures is how well input features can be
represented in the latent space learned by the models. APSIM has a binary input variable to control
the existence of irrigation which materially changes NRR. This variable is the only signal outside of
APSIM that indicates this type of change. In our architectures there are several layers and this signal
may be difficult to be preserved and projected in the latent space. On the contrary, for algorithms like
RF this signal is not lost and can easily change how predictions are made. This may be a reason for
not having higher performance with the different tested architectures and something to be accounted
for when learning latent representations from environmental data.

Variation between the months exists due to seasonality. December to February is summer in New Zealand
with conditions that increase uncertainty for pasture growth and thus NRR errors.
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5 CONCLUSION AND FUTURE WORK

In this study, we assessed the ability of three neural network architectures to learn the latent space
of process-based model output for operational decision support. We compared the results with those
of RF which was already proved operational in another study. The results were promising since
all architectures were able to learn representations that captured enough variation to be considered
operational. The MLP and DAE outperformed RF in certain cases, showing that they can uncover
latent factors from the input space which accounted for more variability than manually selected
features based on domain knowledge. This is an important step towards providing operational deci-
sion support in modern systems like digital twins, avoiding feature engineering in certain cases and
automating prediction pipelines.

In the future, we would like to experiment with more synthetic datasets to examine if we can gener-
alize our findings to other case studies. Also, we would like to validate the models using observation
data to further verify how operational the created models are. Another important aspect would be to
experiment with architectures that provide explicit interpretability of the latent space and examine
how this space compares with expert-derived features.
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APPENDIX

A CASE STUDY SITES
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Figure 4: New Zealand sites. Sites on the red circles are the ones included in this work.

B APSIM SIMULATION PARAMETERS

Table 2: APSIM simulation parameters and their ranges. The full factorial of those parameters
comprised the input to APSIM.

Parameter Range

Weather daily weather from 3 sites

Soil water 42,67, 110 and 177 mm of plant-available water
Soil fertility 2, 4, and 6% of carbon concentration

Irrigation irrigated, non-irrigated

Fertilizer year 1979-2018

Fertilizer month ~ January-December

Fertilizer day 5", 15" and 25" of the month
Fertilizer amount 0, 20, 40, 60, 80 and 100 kg N / ha

C TUNING AND TRAINING

The training data were standardized for each location independently. The test and validation data
were standardized with the corresponding training scaler, to have the same mean and standard devi-
ation.

The number of layers, nodes in each layer, optimizer parameters, and dropout rate for each archi-
tecture were based on the results of a preliminary study. The MLP had two hidden layers with 480
nodes each, optimization with Adam (Ir=0.001, weight_decay=0.0001), dropout rate 20%, batch size
64 and 100 epochs. The AE had five hidden layers (300, 200, 120, 200, 300 nodes), optimization
with AdamW (Ir=0.0003, weight_decay=0.01), dropout rate 10%, batch size 64 and 60 epochs. Af-
ter training, the decoder was replaced with an MLP with two hidden layers of 180 nodes each and
training for 60 epochs. The DAE had the same autoencoder and optimizer as AE, with an addition
of an MLP connected to the output of the encoder. The MLP had two hidden layers (80, 40 nodes).
The whole network was trained with batch size 64, for 100 epochs.
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RF took as input weekly aggregated features which were only a few and were considered explanatory
so no feature selection took place. Hyperparameter tuning was performed using Bayesian optimiza-
tion with 25 iterations and the 5-fold cross-validation score as a metric for each iteration. The tuned
parameters can be seen in Table 3]

Table 3: The parameters tuned during Bayesian optimization for RF.

Parameters Range
n_estimators 50-800
max_depth 3-12

min_samples_split  30-500
min_samples_leaf  30-500
max_features 0.33
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