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ABSTRACT

Climate models encode our knowledge of the Earth system, enabling research
on the earth’s future climate under alternative assumptions of how human-driven
climate forcings, especially greenhouse gas emissions, will evolve. One impor-
tant use of climate models is to estimate the impacts of climate change on nat-
ural and societal systems under these different possible futures. Unfortunately,
running many simulations on existing models is extremely computationally ex-
pensive. These computational demands are particularly problematic for charac-
terizing extreme events, which are rare and thus demand numerous simulations in
order to precisely estimate the relevant climate statistics. In this paper we propose
an approach to generating realistic global precipitation requiring orders of magni-
tude less computation, using a conditional generative adversarial network (GAN)
as an emulator of an Earth System Model (ESM). Specifically, we present a GAN
that emulates daily precipitation output from a fully coupled ESM, conditioned on
monthly mean values. The GAN is trained to produce spatio-temporal samples:
28 days of precipitation in a 92 × 144 regular grid discretizing the globe. We
evaluate the generator by comparing generated and real distributions of precipita-
tion metrics including average precipitation, average fraction of dry days, average
dry spell length, and average precipitation above the 90th percentile, finding the
generated samples to closely match those of real data, even when conditioned on
climate scenarios never seen during training.

1 INTRODUCTION

Climate models encapsulate our best understanding of the Earth system, allowing research to be con-
ducted on Earth climates under alternative assumptions of how human-driven climate forcings are
going to evolve. An important application of climate models is to provide metrics of mean and ex-
treme climate changes, particularly under these alternative future scenarios, as these quantities drive
the impacts of climate on society and natural systems (Mora et al., 2018; Forzieri et al., 2018; Ray-
mond et al., 2020). Furthermore, efforts in integrated modeling seek to “close the loop,” by having
impacts on society feedback on societal conditions that drive emissions (Calvin & Bond-Lamberty,
2018) through changes in industrial activity, energy and land use. Because of the need to explore a
wide range of alternative scenarios and other sources of uncertainties in a computationally efficient
manner, climate models can only take us so far, as they require large computational resources, with a
single simulation of the 21st century taking on the order of weeks on a supercomputer. The compu-
tational requirements expand considerably when attempting to characterize the changing statistics
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of rare events, which requires large amounts of data, in order to accurately separate the signal of
changing extremes from the noise intrinsic to the climate system.

Climate model emulators address the computational drawbacks of expensive climate models.
Trained on climate model output, emulators are less complex, data-driven tools that are often ob-
tained through parametric fits such as regressions. These parametric fits, while less accurate than
climate models, can produce values in fractions of a second on everyday computational resources.
Their computational cost, when significant, is made upfront in the training phase. Traditionally, em-
ulators like Pattern Scaling have been used to approximate average quantities, from decadal through
monthly averages of precipitation (Santer et al., 1990; Castruccio et al., 2014; Holden et al., 2014;
Tebaldi & Arblaster, 2014; Herger et al., 2015; Kravitz et al., 2017; Link et al., 2019; Beusch et al.,
2020; Nath et al., 2021). Recently, the accuracy of some of these top-down techniques for rep-
resenting the mean behavior of extremes has been documented (Tebaldi et al., 2020). approaches
to emulation involve directly approximating metrics themselves, such as the mean behavior of the
highest precipitation day of the year (hence their label as ”top-down” approaches). Alternatively, a
“bottom-up” approach tackles the emulation of the building blocks, such as daily precipitation itself,
from which metrics like the highest precipitation day of the year, and many others, can be derived.
Examples include creating information from stochastic weather generators (Semenov & Barrow,
1997; Kilsby et al., 2007; Fatichi et al., 2011), which rely on parameterizing the distribution of the
weather variable, and then randomly sampling its realizations. Weather generators have been widely
applied but they are usually developed for individual locations and specific applications.

Joint efforts between machine learning and climate science have recently started to tackle some
of the most complex data-driven problems (Reichstein et al., 2019; Rolnick et al., 2019). Most
applications have focused on bringing deep learning in aid of improved model forecasts, model
parameterizations, or in substitution of climate models (Cohen et al., 2019; Grover et al., 2015; Ham
et al., 2019; Shi et al., 2017; Jones, 2017; He et al., 2020; Schneider et al., 2017; Weber et al., 2020;
Schmidt et al., 2020); of improved detection of signals, from extreme events to large scale patterns
of anthropogenic changes amidst the internal noise of the climate system (Liu et al., 2016; Wang
et al., 2019; Klemmer et al., 2019; Barnes et al., 2020; Toms et al., 2020; Wills et al., 2020); and
of spatial in-filling in the case of fine-scale features that models would be too expensive, or plainly
unable, to generate, or observations cannot cover (Kühnlein et al., 2014; Amato et al., 2020; Vandal
et al., 2017; Stengel et al., 2020).

Generative Adversarial Networks (GANs) (Goodfellow et al., 2014), most often used for generat-
ing high quality images, have recently been employed for precipitation nowcasting (Ravuri et al.,
2021) and generating spatial samples (Besombes et al., 2021) emulating outputs from the PLASIM
(Lunkeit et al., 2011) general circulation model. In this work we propose a GAN-based approach to
emulating global climate model output for different climate scenarios. Our GANs emulate daily pre-
cipitation output from a fully coupled Earth System Model (ESM). The presented GANs are trained
to produce samples in the form of T ×H ×W tensors, where T denotes the number of timesteps
(days) and H and W are the spatial height and width, respectively, of a regular grid discretizing
the globe. The end-goal is for these samples to be statistically indistinguishable from samples of
the same dimension drawn from a state-of-the-art ESM. Crucially, our spatio-temporal samples are
be conditioned on mean monthly precipitation maps, allowing us to target generation to specific
climate scenarios. Our trained GAN can rapidly generate numerous realizations at a vastly reduced
computational expense, compared to large ensembles of climate models (Kay et al., 2015; Lehner
et al., 2020), which greatly aids in estimating the statistics of extreme events.

2 MODEL

Architecture Our model architectures are based upon the BigGAN (Brock et al., 2019), with some
key changes, including the omission of the self-attention layers due to computational limitations.
The generator consists of five “generator blocks,” for a total of 20 3d-convolutional layers; in all but
the first block, there is 2× upsampling halfway through the block in the height and width dimensions,
while the number of channels halves each block in the generator. The input to the first block is
C × T × H × W = 256 × 42 × 6 × 9 and the output of the last block is 8 × 42 × 96 × 144.
The last block is fed into a 1 × 1 × 1 3d-convolution to produce the final 1 × 42 × 96 × 144
map. Note that the time dimension is fixed throughout, and is not progressively upsampled; initial
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experiments suggested that this performs better. The discriminator architecture effectively mirrors
the generator architecture and follows BigGAN, with a few exceptions. Batch normalization is not
used, as suggested by Gulrajani et al. (2017), and we replace the final global sum pooling with a
linear channel summation. The architectures are visualized in Appendix A.

Progressive Training We make use of progressive training; specifically, we initially train the first
generator and discriminator block to convergence, so that they are capable of generating and dis-
criminating, respectively, on samples with low spatial resolution. After the first spatial resolution
block has converged, we proceed, block-by-block, to train the remaining blocks analogously. This
process continues until the final blocks have converged. Each time a new block is added, the train-
ing undergoes a 2 epoch (16,536 update) “fading period.” During this fading period, the real and
generated samples are linearly interpolated between the (old) lower resolution and new higher res-
olution samples. After the fading period, all samples remain at the higher resolution until the block
is trained, up to a maximum of 15 additional epochs. The fading period provides a smoother transi-
tion between spatial resolutions, and side-steps training instability early in a block’s training. While
the Wasserstein GAN loss is popular for stability purposes, we find that using binary cross entropy
combined with the removal of the BigGAN’s linear layer trains stably and avoids mode collapse.

Conditioning In order to generate realistic data under previously unseen scenarios, we need a
mechanism to produce conditional generation. In this work, we opt to condition our daily precip-
itation on a monthly precipitation map (averaged over 28-day “months”). In practice, the monthly
average maps on which we condition could be produced rapidly via low resolution ESM emulators.
We add auxiliary input channels to the generator and a loss term to penalize samples which do not
respect the provided conditioning.

The input to each generator 3d-convolution operation is augmented with 24 additional channels:

• 1 conditioning map channel
• 4 “look-ahead 1” conditioning map channels
• 16 “look-ahead 2” conditioning map channels
• 1 land-ocean mask
• 2 spherical coordinate positional encodings

The first condition map channel is obtained by downsampling the full resolution conditioning map to
the block’s resolution. The “look-ahead” condition maps are designed to provide higher resolution
information about conditioning in earlier blocks. Assuming a block has spatial resolution H ×W ,
the look-ahead 1 channels are obtained as follows: first, downsample the full conditioning map to
2H × 2W ; second, tile the map into the H × W tiles, where each tile contains four pixels, third,
create one H ×W map using the upper-left pixel in each tile, another using the upper-right pixel in
each tile, and so forth, yielding 4 maps total. Look-ahead 2 is analagous to look-ahead 1, except the
downsampling is to 4H × 4W , and each tile contains 16 pixels, which form the 16 maps. The look-
ahead features proved to be key in obtaining accurate conditioning for higher blocks. The input to
the convolution operations in the discriminator, in contrast, is only augmented with the land-ocean
mask and spherical coordinates.

To encourage the generator to properly utilize the conditioning maps, we introduce a conditioning
loss that penalizes the Euclidean distance between the conditioning map and the average precipita-
tion over the central 28 days of the generated 42 day sequence. Imposing this loss over the central 28
days only allows the generator some flexibility near the boundaries, and helps reduce edge effects in
the generated data (note that the discriminator acts upon the full 42 day sequence). The conditioning
map is normalized using the same normalization in Sec. 3. For training, we produce our condition-
ing maps by averaging 28-day sequences of daily precipitation training data. Once fully trained,
the 42 day samples from the generator are immediately center cropped to 28 days; for evaluation,
“samples” refers to these shorter, month-like units.

3 EXPERIMENTAL SETUP

Data Our model uses daily output from CESM1-CAM5 ESM (Kay et al., 2015). CESM1-CAM5
fully couples atmosphere, ocean, land, and sea ice components at a ∼ 1◦ spatial (horizontal) res-
olution. This work focuses on daily precipitation; however, the approach is general and could be
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extended in future work to other variables, such as temperature and humidity. Our data consists of
10 realizations of historical daily precipitation, each spanning the years 1920 to 2005, as well as 10
realizations under the Coupled Model Intercomparison Project Phase 5 (CMIP5) RCP 8.5 scenario,
each spanning the years 2006-2100 (Taylor et al., 2012). RCP stands for “Representative Concen-
tration Pathway,” and RCP8.5 is the scenario with the greatest amount of climate change among the
CMIP5 RCPs. We choose it deliberately to confront our model with the widest range of behavior
expected in future daily precipitation, expecting that the emulator will be accurate in representing
less extreme scenarios after being trained on the most extreme. To account for the skewed distribu-
tion of daily precipitation values (mm/day), we apply log(1 + x) normalization. We randomly split
the 10 historical realizations into training (8), validation (1) and test (1) sets; the RCP 8.5 data is
also split 8-1-1. To test the model’s generalization to previously unseen climate scenarios, we also
utilize two realizations from the RCP 6.0 scenario, each spanning 2006-2100.

Evaluation Process Recall that the architecture’s goal is not to predict a particular outcome, but
for the generator to define a distribution as close as possible to the distribution of the ESM output
being emulated. We therefore compute a number of metrics (e.g., mean wet day precipitation,
fraction of dry days, etc.) and their statistics over the 28-day samples from the GAN, and compare
them to the same metrics/statistics computed over the ESM test data. The discrepancies between the
two would ideally only reflect the noise from internal variability. To evaluate that, the discrepancies
are compared to the corresponding ones computed between the validation data and the test data,
both ESM output and therefore by construction only reflecting internal variability.

We first compute a suite of climate statistics over the monthly samples; specifically for each spatial
location: (1) average precipitation, (2) average precipitation above the 90th quantile, (3) average
number of dry days, (4) longest dryspell, (5) number of days with precipitation above the 90th

quantile, and (6) the simple daily intensity index, SDII, which computes the average precipitation
during wet days (Karl T.R. & A., 1999; T.C. & Coauthors, 2001). Then, for each of the 13824 =
96 · 144 spatial locations, we compute the average over all samples for each metric. We do this
separately for the validation samples (from which conditioning maps were constructed), for the
generated samples, and for the held out test set. Finally, we plot histograms of the differences
between generated and test as well as the differences between validation and test. The validation-
vs-test histogram serves as an upper bound on the expected agreement between our generated data
and the test set.

Hyperparameter Tuning We use the AdamW optimizer (Loshchilov & Hutter, 2019), with β1

and β2 initialized to 0.0 and 0.9, respectively, and a batch size of 16. For the final block, at 96× 144
resolution, we use higher βs of 0.9 and 0.999 for AdamW. The learning rate is set to 0.75e-4 for
both the generator and discriminator. The coefficient on the conditioning loss is set to 50.0. With
no linear layer as described in BigGAN for the generator, our noise vector becomes 256 × 42 ×
6 × 9 in size, resulting in 580,608 for initializing the first spatial resolution. The hyperparameters
were minimally and manually tuned. Because the evaluation procedure described above involves a
comparison between the validation and test sets for historical and RCP 8.5, we report our results on
RCP 6.0 to avoid any potential bias that may have been introduced via tuning.

4 RESULTS AND DISCUSSION

The results for the average precipitation, average precipitation over the 90th quantile, and aver-
age dryspell length metrics are shown in Fig. 1; due to space constraints, the remaining metrics
are included as supplementary material in Appendix B. These plots all use the held out RCP6.0
emissions scenario over the time period 2006-2100. As described in Sec. 3, the histograms show
validation-minus-test (blue) and generated-minus-test (orange), for each spatial location, averaged
over samples. Because validation is (a) actual data from ESM and (b) the source of the conditioning
for generation, we would expect the spread in orange to be equal or greater to blue. Among 5 of
the 6 metrics, we see a small increase in the spread relative to validation, suggesting that GAN is
approximating the ESM within a very small margin of error. The notable exception is the longest
dry spell metric, which is strongly biased towards under-estimating this length. Interestingly, if we
look at the change in these metrics relative to a 1960-1990 reference point, we see extremely good
agreement (row 2). This suggests that the primary source of discrepancy is a spatial bias that per-
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Figure 1: Top row: histograms over spatial locations, comparing differences between test and either
validation or generated data, for three statistics. Second row: histograms over the differences with
respect to the change in the metrics, relative to the reference period of 1960-1990. Third row: spatial
distributions of errors for longest dry spell.

0 5 10 15 20 25
0

20

40

60

80

100

120

140

Generated

0 5 10 15 20 25
0

20

40

60

80

100

120

140

Validation

Figure 2: Generated (left) and validation (right) monthly samples for RCP6.0 2080-2100 for Hawaii.

sists across time, and not in the model’s ability to respond to the specific conditioning map. We
investigate this further in the third row, which shows the spatial distribution of errors. Indeed, most
of the errors occur over the ocean off of the west coast of land masses. We believe the generator is
over-generalizing spatially, despite our use of spherical coordinates and land/ocean mask features,
leading to errors where there are abrupt changes in dry spell behavior.

We also visualize the samples drawn from 2006-2100 for RCP6.0 for specific locations. Hawaii,
USA is shown in Fig. 2, while Melbourne, Australia and Novosibirsk, Russia are included in Ap-
pendix C. We note that the samples appear to have similar spectral properties to the real data.

5 CONCLUSION AND FUTURE WORK

We have demonstrated the ability of a progressive conditional GAN architecture to successfully
reproduce the spatio-temporal characteristics of sequences of daily precipitation produced by an
ESM. With our approach, once trained, it becomes computationally trivial to produce new sample
sequences, which is critical for the study of the risks of extreme weather events under hypothetical
future emissions scenarios. We find the strongest model performance on average daily precipitation,
and the weakest on estimating the length of the longest dry spell. We also find that most of the
locations with the highest error are over the ocean, which minimizes their negative effects for some
use cases, usually aimed at estimating impacts on land.

There are many ways we plan to extend the current work. The current work emulates only precipi-
tation; adding support for multiple co-varying climate fields would not only enrich the potential use
cases, but may result in a stronger generator that captures more of the underlying earth system dy-
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namics. Established emulators of annual and monthly quantities on the basis of arbitrary scenarios
of future forcing (Link et al., 2019; Nath et al., 2021) could be used here as the sources of condi-
tional information. It would also be valuable to replicate these results across additional ESMs, and
additional future climate scenarios. These capabilities, once developed, would support a significant
improvement in integrated modeling of climate change impacts by enabling a rich representation of
some of the most damaging hazards and an exploration of uncertainties in scenario, model and inter-
nal variability (Hawkins & Sutton, 2009; Lehner et al., 2020) “on the fly,” substituting for expensive,
time consuming and necessarily constraining computational resources needed to run climate models.
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A ARCHITECTURE FIGURES

The generator and discriminator are visualized as a series of blocks in Figures 3a and 3b, respec-
tively. The components of each generator and discriminator block are in turn shown in Fig. 3c. Note
that the middle component of each generator block (except the first) spatially upsamples, while the
middle component of each discriminator block downsamples. For this work, the number of addi-
tional input channels to the generator is c = 24, while the number of additional feature channels to
the discriminator is c′ = 3.

(a) Generator architecture

3D-Conv
 

Channel
Sum 
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channels, c'
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(b) Discriminator architecture
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(c) Block details

Figure 3: Model Details

B ADDITIONAL METRICS

Fig. 4 visualizes results on the remaining three metrics. Again, we see reasonable performance on
the metrics themselves, and quite good agreement as changes relative to the reference period.

C ADDITIONAL SAMPLES

Fig. 5 plots RCP 6.0 samples for Melbourne, Australia (top) and Novosibirsk, Russia (bottom).
Melbourne’s precipitation is similar, with perhaps fewer high precipitation days in the generated
samples as compared to the validation data. In Novosibirsk, the samples are again similar in nature;
although here the outliers are larger in the generated data than the validation data.
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Figure 4: Top row: histograms over spatial locations, comparing differences between test and either
validation or generated data, for three statistics. Second row: histograms over the differences with
respect to the change in the metrics, relative to the reference period of 1960-1990.
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Figure 5: Generated (left) and validation (right) monthly samples for RCP6.0 2080-2100 for Mel-
bourne, Australia (top row) and Novosibirsk, Russian (bottom row).
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