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ABSTRACT

High-dimensional nonlinear systems such as atmospheric or oceanic flows present a computational challenge for data assimilation (DA) algorithms such as Kalman filters. A potential solution is to rely on a reduced-order model (ROM) of the dynamics. However, ROMs are prone to large errors, which negatively affects the accuracy of the resulting forecast. Here, we introduce the reinforcement learning reduced-order estimator (RL-ROE), a ROM-based data assimilation algorithm in which the correction term that takes in the measurement data is given by a nonlinear stochastic policy trained through reinforcement learning. The flexibility of the nonlinear policy enables the RL-ROE to compensate for errors of the ROM, while still taking advantage of the imperfect knowledge of the dynamics. We show that the trained RL-ROE is able to outperform a Kalman filter designed using the same ROM, and displays robust estimation performance with respect to different reference trajectories and initial state estimates.

1 INTRODUCTION

A key challenge in Earth sciences, particularly in meteorology and oceanography, is to predict the spatio-temporal evolution of complex processes using physical knowledge as well as observational data (Kalnay, 2003; Dueben & Bauer, 2018). A popular approach for solving such data assimilation problems are state estimation algorithms, such as the Kalman filter and its numerous extensions, that use sparse sensor measurements to correct the state predicted by a forward dynamical model every time new data becomes available (Zarchan & Musoff, 2015; Houtekamer & Zhang, 2016; Carrassi et al., 2018). However, many processes arising in Earth sciences such as atmospheric or oceanic flows are governed by partial differential equations (PDEs) which, when discretized, yield high-dimensional and nonlinear dynamical models with thousands or more of state variables. Since integrating these high-dimensional models with Kalman filter-based DA techniques is computationally expensive, dimensionality reduction approaches in which a reduced-order model (ROM) of the dynamics is used instead of the full model have recently become popular (Ballabrera-Poy et al., 2001; Cao et al., 2007; Fang et al., 2009; Ştefănescu et al., 2015).

A fundamental issue is that ROMs provide a simplified and imperfect description of the dynamics (Rowley & Dawson, 2017), which negatively affects the accuracy of the forecast. One potential solution is to improve the accuracy of the ROM through the inclusion of additional closure terms (Ahmed et al., 2021). In this paper, we leave the ROM untouched and instead propose a new design paradigm for the DA component, resulting in a novel estimation algorithm which we call a reinforcement-learning reduced-order estimator (RL-ROE). The RL-ROE is constructed from the ROM in an analogous way to a Kalman filter, with the crucial difference that the linear filter gain function is replaced by a nonlinear stochastic policy trained through reinforcement learning (RL). The flexibility of the nonlinear policy enables the RL-ROE to compensate for errors of the ROM, while still taking advantage of the imperfect knowledge of the dynamics. Our approach follows recent trends to use machine learning to improve DA frameworks (Kashinath et al., 2021; Chattopadhyay et al., 2021; Farchi et al., 2021; Grooms, 2021; Hatfield et al., 2021). We describe how we frame the problem as a stationary Markov decision process in order to enable RL training, which is non-trivial since the RL-ROE must be able to estimate time-varying states. Finally, we show that the trained RL-ROE is able to outperform a Kalman filter designed using the same ROM, and dis-
plays robust estimation performance with respect to different reference trajectories and initial state estimates.

2 PROBLEM FORMULATION

2.1 SETUP

Consider the discrete-time nonlinear system given by

\[ z_{k+1} = f(z_k), \quad (1a) \]
\[ y_k = Cz_k, \quad (1b) \]

where \( z_k \in \mathbb{R}^n \) and \( y_k \in \mathbb{R}^p \) are respectively the state and measurement at time \( k \), \( f: \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a time-invariant nonlinear map from current to next state, and \( C \in \mathbb{R}^{p \times n} \) is a linear map from state to measurement. In this study, we assume that the dynamics given in (1) are obtained from the numerical discretization of a nonlinear partial differential equation (PDE), which typically requires a large number \( n \) of state dimensions. Thus, the state \( z_k \) will hereafter be referred to as the high-dimensional state.

2.2 REDUCED-ORDER MODEL

Because the high dimensionality of (1) makes integration with DA techniques computationally expensive, an alternative approach is to formulate a reduced-order model (ROM) of the dynamics \cite{rowley2007dynamic}. First, one chooses a suitable linearly independent set of modes \( \{u_1, \ldots, u_r\} \), where \( u_i \in \mathbb{R}^n \), defining an \( r \)-dimensional subspace of \( \mathbb{R}^n \) in which most of the dynamics is assumed to take place. Stacking these modes as columns of a matrix \( U \in \mathbb{R}^{n \times r} \), one can then express \( z_k \simeq Ux_k \), where the reduced-order state \( x_k \in \mathbb{R}^r \) represents the coordinates of \( z_k \) in the subspace. Finally, one finds a ROM for the dynamics of \( x_k \), which is vastly cheaper to evolve than (1) when \( r \ll n \).

There exist various ways to find an appropriate set of modes \( U \) and corresponding ROM for the dynamics of \( x_k \) \cite{taira2017dynamic}. In this work, we employ the Dynamic Mode Decomposition (DMD), a purely data-driven algorithm that has found wide applications in fields ranging from fluid dynamics to neuroscience \cite{schmid2010dynamic, kutz2016dynamic} and is related to the linear inverse modeling (LIM) method from climate science \cite{tu2014dynamic}. Starting with a collection of snapshots \( Z = \{z_0, \ldots, z_m\} \) collected along a trajectory of (1a), the DMD seeks a best-fit linear model of the dynamics in the form of a matrix \( A \in \mathbb{R}^{n \times n} \) such that \( z_{k+1} \simeq Az_k \), and computes the modes \( U \) as the \( r \) leading principal component analysis (PCA) modes of \( Z \). The transformation \( z_k \simeq Ux_k \) and the orthogonality of \( U \) then yield a linear discrete-time ROM of the form

\[ x_{k+1} = Arx_k + w_k, \quad (2a) \]
\[ y_k = Crx_k + v_k, \quad (2b) \]

where \( A_r = U^TAU \in \mathbb{R}^{r \times r} \) and \( C_r = CU \in \mathbb{R}^{p \times r} \) are the reduced-order state-transition and observation models, respectively. In order to account for the neglected PCA modes of \( Z \) as well as the unmodeled dynamics incurred by the linear approximation \( z_{k+1} \simeq Az_k \), we add (unknown) non-Gaussian process noise \( w_k \) and observation noise \( v_k \). Additional details regarding the calculation of \( A_r \) and \( U \) are provided in Appendix X.

2.3 REDUCED-ORDER ESTIMATOR

This paper uses reinforcement learning (RL) to solve the following estimation problem: given a sequence of measurements \( \{y_0, \ldots, y_k\} \) from a reference trajectory \( \{z_0, \ldots, z_k\} \) of (1) and knowing the ROM (2) defined by \( A_r, C_r \) and \( U \), we want to estimate the high-dimensional state \( z_k \) at current time \( k \). To this effect, we design a reduced-order estimator (ROE) of the form

\[ \hat{x}_k = A_r\hat{x}_{k-1} + a_k, \quad (3a) \]
\[ a_k \sim \pi_\theta(\cdot|y_k, \hat{x}_{k-1}), \quad (3b) \]

where \( \hat{x}_k \) is an estimate of the reduced-order state \( x_k \), and \( a_k \in \mathbb{R}^r \) is an action sampled from a stochastic policy \( \pi_\theta \) which depends on the current measurement \( y_k \) and the previous state estimate.
\( \dot{x}_{k-1} \). The subscript \( \theta \) denotes the set of parameters that defines the stochastic policy, whose goal is to minimize the mean square error \( \mathbb{E}[\hat{z}_k - \hat{z}_k] \) over a range of reference trajectories and initial reduced-order state estimates. Here, \( \hat{z}_k = U \hat{x}_k \) denotes the high-dimensional state estimate reconstructed from \( \hat{x}_k \). A Kalman filter is a special case of such an estimator, for which the action in (3b) is given by

\[
a_k = K_k(y_k - C_r \hat{x}_{k-1}),
\]

with \( K_k \in \mathbb{R}^{r \times p} \) the optimal Kalman gain. Although the Kalman filter is optimal when the state-transition and observation models are known exactly, its performance suffers in the presence of unmodeled dynamics. In our case, such model errors are unavoidable due to the ROM (2) being an inherent approximation of the high-dimensional dynamics (1), which motivates our adoption of the more general form (3b). This form retains the dependence of \( a_k \) on \( y_k \) and \( \hat{x}_{k-1} \) but is more flexible thanks to the nonlinearity of the stochastic policy \( \pi_\theta \), which we train with deep RL in an offline stage. We call the estimator constructed and trained through this process an RL-trained ROE, or RL-ROE for short.

### 2.4 Summary of the proposed methodology

In summary, the methodology we propose consists of the following three steps. The first two are carried out offline using full knowledge of \( \{ z_0, \ldots, z_k \} \) from several trajectories of (1), and the third is performed online using sole knowledge of measurements \( \{ y_0, \ldots, y_k \} \) from a previously unseen trajectory of (1).

1. **Construction of an RL-ROE.** A ROM of the form (2) is obtained by applying the DMD to high-dimensional state snapshots \( z_k \) from a single trajectory of (1). An RL-ROE (3) is then designed based on this ROM.

2. **Training of the RL-ROE.** The policy \( \pi_\theta \) of the RL-ROE is trained using high-dimensional snapshots \( z_k \) from multiple reference trajectories of (1).

3. **Deployment of the RL-ROE.** Using measurements \( y_k \) from a previously unseen reference trajectory of (1), the trained RL-ROE returns an estimate \( \hat{z}_k = U \hat{x}_k \) for the corresponding (unobserved) high-dimensional state \( z_k \).

We note that previous studies (Morimoto & Doya, 2007; Hu et al., 2020) have already proposed designing state estimators using policies trained through reinforcement learning. In appendix B we detail the novelties of our proposed methodology with respect to these studies.

### 3 Framing the problem as a stationary MDP

In this section, we describe the offline training process for the policy \( \pi_\theta \) in the RL-ROE (3). In order to train \( \pi_\theta \) with reinforcement learning, we need to formulate the problem as a stationary Markov decision process (MDP). However, this is no trivial task given that the aim of the policy is to minimize the error between the state estimate \( \hat{z}_k = U \hat{x}_k \) and a time-dependent reference state \( x_k \). At first sight, such trajectory tracking problem requires a time-dependent reward function and, therefore, a time-varying MDP.

To be able to use off-the-shelf RL algorithms, we introduce a trick to translate this time-varying MDP to an equivalent stationary MDP based on an extended state. Indeed, we show hereafter that the problem can be framed as a stationary MDP by including \( z_k \) into our definition of the MDP’s state. Letting \( s_k = (z_k, \hat{x}_{k-1}) \in \mathbb{R}^{n+r} \) denote an augmented state at time \( k \), we can define an MDP consisting of the tuple \( (\mathcal{S}, \mathcal{A}, \mathcal{P}, \mathcal{R}) \), where \( \mathcal{S} = \mathbb{R}^{n+r} \) is the augmented state space, \( \mathcal{A} \subset \mathbb{R}^r \) is the action space, \( \mathcal{P}(\cdot | s_k, a_k) \) is a transition probability, and \( \mathcal{R}(s_k, a_k, s_{k+1}) \) is a reward function. At each time step \( k \), the agent selects an action \( a_k \in \mathcal{A} \) according to the policy \( \pi_\theta \) defined in (3b), which can be expressed as

\[
a_k \sim \pi_\theta(\cdot | o_k),
\]

where \( o_k = (y_k, \hat{x}_{k-1}) = (Cz_k, \hat{x}_{k-1}) \) is a partial observation of the current state \( s_k \). The state \( s_{k+1} = (z_{k+1}, \hat{x}_k) \) at the next time step is then obtained from equations (1a) and (3a) as

\[
s_{k+1} = (f(z_k), A, \hat{x}_{k-1} + a_k).
\]
which defines the transition model \( s_{k+1} \sim P(\cdot|s_k, a_k) \). Finally, the agent receives the reward

\[
r_k = R(s_k, a_k, s_{k+1}) = -(z_k - U\hat{x}_k)^T Q(z_k - U\hat{x}_k) - a_k^T Ra_k,
\]

where \( Q \in \mathbb{R}^{n \times n} \) and \( R \in \mathbb{R}^{r \times r} \) are positive semidefinite and positive definite matrices, respectively. The first term in the reward function \( R \) penalizes the difference between the high-dimensional state estimate \( \hat{z}_k = U\hat{x}_k \) and the reference \( z_k \), which is only partially observed by the agent. The second term favors smaller values for the action \( a_k \); such regularization leads to more robust estimation performance in the presence of noise during online deployment of the RL-ROE, as we will see later. Unless indicated otherwise, we will consider \( Q = I \) and \( R = I \). Thanks to the incorporation of \( z_k \) into \( s_k \), the reward function \( (7) \) has no explicit time dependence and the MDP is therefore stationary.

Thanks to the stationarity of the MDP, one can use any deep RL algorithm to train the policy \( \pi_\theta \) using high-dimensional snapshots \( z_k \) from multiple reference trajectories of \( (1) \). Here, we use the Proximal Policy Optimization (PPO) algorithm (Schulman et al. 2017), which belongs to the class of policy gradient methods (Sutton et al. 2000). The setup of the RL training process, the parameterization of the policy \( \pi_\theta \), and implementation details are discussed in Appendix C.

Remark. Since the policy \( (5) \) is conditioned on a partial observation \( o_k \) of the state \( s_k \), the MDP we have defined in this section is, in fact, a partially observable MDP (POMDP). In this case, it is known that the optimal policy depends on a summary of past observations and actions, \( h_k = \{o_1, a_1, \ldots, o_k\} \), rather than just the current observation \( o_k \) (Kaelbling et al. 1998). However, policies formulated based on an incomplete summary of \( h_k \) are common in practice and still achieve good results (Sutton & Barto 2015). We therefore pursue this approach in the present paper, and leave for future work testing the generalization of our policy input to a more complete summary of \( h_k \).

4 RESULTS

We evaluate our proposed RL-ROE using simulations of the Burgers equation, a prototypical non-linear hyperbolic PDE which takes the form

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} - \nu \frac{\partial^2 u}{\partial x^2} = 0,
\]

where \( u(x, t) \) is the velocity at position \( x \in [0, L] \) and time \( t \in [0, T] \), and the scalar parameter \( \nu \) acts like a viscosity. The boundary conditions are periodic and the initial condition \( u(x, 0) = u_0(x) \) will be specified later. We choose \( L = 1, T = 10, \) and \( \nu = 0.01 \).

We discretize the Burgers equation \( (8) \) using a spectral method with \( n = 256 \) Fourier modes and a fifth-order Runge-Kutta time integration scheme, and we save snapshots every \( \Delta t = 0.05 \) time units. The resulting discrete system takes the form \( (1) \) where the state vector \( z_k \in \mathbb{R}^n \) comprises the values of \( u \) at the collocation points \( x_i = iL/n \) and time \( t = k\Delta t \), and the measurement vector \( y_k \in \mathbb{R}^p \) comprises the values of \( u \) at \( p = 8 \) sensor locations \( \hat{x}_i = iL/p \).

We then follow the procedure outlined in Section 2.4 to construct an RL-ROE, which we train offline using PPO following the methodology presented in Section 3. The trained RL-ROE is finally deployed online and compared against a Kalman filter under various reference trajectories as well as initial state estimates. To ensure a proper comparison, the Kalman filter is constructed from the same ROM on which the RL-ROE is based, and will therefore be referred to as KF-ROE. More details regarding these various steps can be found in Appendix D.

The performances of the trained RL-ROE and KF-ROE are now compared. Figures 1(a,b,c) show the L2 error of the RL-ROE and KF-ROE for specific reference trajectories of the Burgers equation, initialized from \( (15a) \) using \( \alpha = 0.5, 1, 2 \) where \( \alpha \) is the amplitude of the initial condition \( (15a) \). Importantly, we note that the ROM was computed from the trajectory initialized with \( \alpha = 1 \), and is therefore very accurate (i.e., the model error is low) for this case. For each reference trajectory, we consider 20 different initial state estimates sampled from \( (15b) \). The curves and shaded area reported in Figures 1(a,b,c) indicate the mean and standard deviation of the error, defined at time step \( k \) by \( |U\hat{x}_k - z_k| \), where \( \hat{x}_k \) is the reduced-order estimate given by the RL-ROE or KF-ROE, and \( z_k \) is the high-dimensional reference solution. Figures 1(d,e,f) show the trajectories of the reference,
RL-ROE and KF-ROE solutions in a two-dimensional slice of phase space spanned by the second and third column of $U$.

A few important observations emerge from Figure 1. First, the RL-ROE outperforms the KF-ROE when the ROM suffers from large model errors, as is the case for $\alpha = 0.5$ and $\alpha = 2$. In the time window $t \leq 2$ during which most of the transient dynamics take place, the RL-ROE displays up to an order of magnitude lower error than the KF-ROE. Second, when the ROM is very accurate, as is the case for $\alpha = 1$, the KF-ROE gives lower error for most of the time duration. Even then, however, Figure 1(c) shows that the RL-ROE converges faster to the reference trajectory. Finally, the RL-ROE manages to keep the error at a low level in the time window $t \in [5, 10]$, despite the fact that it was trained using trajectories that end at $t = 5$.

5 Conclusions

In this paper, we have introduced the reinforcement learning reduced-order estimator (RL-ROE), a new methodology for forecasting the state of a high-dimensional nonlinear dynamical system using sparse observations. Our approach follows the recent trend of constructing a computationally inexpensive reduced-order model (ROM) to approximate the dynamics of the system. The novelty of our contribution lies in the design, based on this ROM, of a reduced-order estimator (ROE) in which the feedback correction term is given by a nonlinear stochastic policy trained through reinforcement learning. To be able to use off-the-shelf RL algorithms, we introduce a trick to translate this trajectory tracking problem, i.e., time-varying MDP, to an equivalent stationary MDP based on an augmented state. We show using simulations of the Burgers equation that the trained RL-ROE is able to outperform a Kalman filter designed using the same ROM and displays robust estimation performance with respect to different reference trajectories and initial state estimates.

Since the columns of $U$ approximate the PCA modes of the training snapshots $Z^{\text{DMD}}$ without centering, the first column will be dominated by the mean of the data. Thus, we display the trajectory coordinates associated with the second and third columns, which capture the largest amount of variance within the data.
REFERENCES


A Dynamic Mode Decomposition

In this appendix, we describe the DMD algorithm [Schmid, 2010; Tu et al., 2014], which is a popular data-driven method to extract spatial modes and low-dimensional dynamics from a dataset of high-dimensional snapshots. Here, we use the DMD to construct a ROM of the form (2) given a snapshot sequence \( Z = \{ z_0, \ldots, z_m \} \) collected along a trajectory of (1a) and an observation model \( C \).

Fundamentally, the DMD seeks a best-fit linear model of the dynamics in the form of a matrix \( A \in \mathbb{R}^{n \times n} \) such that \( z_{k+1} \simeq Az_k \). Arranging the snapshots into two time-shifted matrices

\[
X = \{ z_0, \ldots, z_{m-1} \}, \quad Y = \{ z_1, \ldots, z_m \},
\]

the best-fit linear model is given by \( A = YX^\dagger \), where \( X^\dagger \) is the pseudoinverse of \( X \). The ROM is then obtained by projecting the matrices \( A \) and \( C \) onto a basis \( U \) consisting of the \( r \) leading left singular vectors of \( X \), which approximate the \( r \) leading PCA modes of \( Z \). Using the truncated singular value decomposition

\[
X = U \Sigma V^T
\]

where \( U, V \in \mathbb{R}^{n \times r} \) and \( \Sigma \in \mathbb{R}^{r \times r} \), the resulting reduced-order state-transition and observation models are given by

\[
A_r = U^T AU = U^T Y V \Sigma^{-1},
\]

\[
C_r = CU.
\]

Conveniently, the ROM matrices \( A_r \) and \( C_r \) can be calculated directly from the truncated SVD of \( X \), which avoids forming the large \( n \times n \) matrix \( A \).

B Related Work

In this appendix, we compare our work with two previous studies that have already proposed designing state estimators using policies trained through reinforcement learning. [Morimoto & Doya, 2007] introduced an estimator of the form \( \hat{x}_k = f(\hat{x}_{k-1}) + L(\hat{x}_{k-1})(y_{k-1} - C\hat{x}_{k-1}) \), where \( f(\cdot) \) is the state-transition model of the system, and the state-dependent filter gain matrix \( L(\hat{x}_{k-1}) \) is defined using Gaussian basis functions whose parameters are learned through a variant of vanilla policy gradient. Their reward function, however, was calculated using the measurement error instead of the state estimate error, potentially limiting the performance of the trained estimator. [Hu et al., 2020] proposed an estimator of the form \( \hat{x}_k = f(\hat{x}_{k-1}) + L(x_k - \hat{x}_k)(y_{k-1} - Cf(\hat{x}_{k-1})) \), where \( L(x_k - \hat{x}_k) \) is approximated by neural networks trained with a modified Soft-Actor Critic algorithm [Haarnoja et al., 2018]. Although they derived convergence properties for the estimate error, the dependence of the filter gain \( L(x_k - \hat{x}_k) \) on the reference state \( x_k \) limits its practical application. A major difference between these past studies and our work is that they do not construct a ROM of the dynamics and only consider low-dimensional systems with four state variables at most, in comparison with the hundred or more state dimensions that our RL-ROE can handle. Therefore, RL-ROE represents the first application of reinforcement learning to state estimation for high-dimensional systems, which makes it applicable to systems governed by PDEs such as fluid flows.

C Setup of the RL training process

In this appendix, we describe the setup of the RL training process as well as implementation details. The goal of the training is to find the optimal policy parameters

\[
\theta^* = \arg \max_{\theta} \mathbb{E}_{\tau \sim \pi_\theta} [R(\tau)],
\]

where the expectation is over trajectories \( \tau = (s_1, a_1, s_2, a_2, \ldots) \), and \( R(\tau) = \sum_{k=1}^{K} r_k \) is the finite-horizon undiscounted return, with the integer \( K \) denoting the length of each training trajectory. Contrary to conventional RL notation, trajectories here start at time \( k = 1 \). Indeed, the environment is initialized at time \( k = 0 \) according to the distributions

\[
\begin{align*}
    z_0 &\sim p_{z_0}(\cdot), \\
    \hat{x}_0 &\sim p_{\hat{x}_0}(\cdot),
\end{align*}
\]
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from which the augmented state \( s_1 = (z_1, \hat{x}_0) = (f(z_0), \hat{x}_0) \) follows immediately. Thus, \( s_1 \)
constitutes the start of the trajectory of agent-environment interactions. This sequence of operations
mirrors that of a Kalman filter: the calculation of the current state estimate uses the previous state
constitute the start of the trajectory of agent-environment interactions. This sequence of operations

To find the optimal policy parameters \( \theta^* \), we employ the Proximal Policy Optimization (PPO) algo-

We adopted the following steps when obtaining the results shown in Section 4:

1. **Construction of an RL-ROE.** Starting from the pulse-shaped initial condition

   \[
   u_0(x) = \frac{1}{\cosh(20(x - L/2))},
   \]

we calculate one solution trajectory of (1) for \( t \in [0, T/2] = [0, 5] \), and we denote as \( Z_{\text{DMD}} = \{z_{0,\text{DMD}}, \ldots, z_{m,\text{DMD}}\} \) the resulting solution snapshots at times \( k = 0, \ldots, m = T/2\Delta t \). The DMD is then applied to these snapshots, yielding a ROM of the form (2) defined by matrices \( A_r, C_r \) and \( U \). The ROM governs the evolution of a reduced-order state \( x_k \simeq U^T z_k \in \mathbb{R}^r \). We pick \( r = 15 \) for the dimensionality of the reduced-order

2. **Training of the RL-ROE.** We train the stochastic policy \( \pi_\theta \) of the RL-ROE (3) using PPO,
as described in Section 3. In order for the resulting estimator to perform well under various reference trajectories and initial estimates, we initialize each trajectory of the MDP during the offline training process with

   \[
   z_0 = \alpha z_0^{\text{DMD}}, \quad \hat{x}_0 = U^T z_0^{\text{DMD}} + \beta,
   \]

where \( \alpha \sim \mathcal{U}(0.5, 2) \in \mathbb{R} \) and \( \beta \sim \mathcal{N}(0, 0.1\mathbf{I}) \in \mathbb{R}^r \), which defines the distributions given in (13). In other words, the reference trajectories are initialized as a randomly scaled up or scaled down version of the pulse defined in (14), and the reduced-order state estimate is initialized as a reduced-order projection of that pulse, polluted with additive Gaussian noise. During training, we limit each trajectory to the same time window \( t \in [0, T/2] \) that was used in constructing the ROM – that is, we pick \( K = T/2\Delta t \) in the finite-horizon return. We end the training when the return no longer increases on average. The training hyperparameters and learning curves are presented in Appendix E.

3. **Deployment and evaluation of the RL-ROE.** We evaluate the trained RL-ROE against a time-dependent Kalman filter constructed from the same ROM, which we refer to as KF-ROE. The KF-ROE is given by equations (15a) and (15b), with the calculation of the time-varying Kalman gain detailed in Appendix E. The RL-ROE and KF-ROE are compared online based on three specific reference trajectories initialized from (15a) using \( \alpha = 0.5, 1, \) and 2. For each reference trajectory, we consider 20 different initial state estimates sampled from (15b), and feed measurements \( y_k \) to the RL-ROE and KF-ROE. Their tracking performance of the reference state \( z_k \) is then evaluated and compared over the full time window \( t \in [0, T] \).
E TRAINING HYPERPARAMETERS AND LEARNING CURVES

The stochastic policy $\pi_{\theta}$ is trained with PPO using the default hyperparameters from Stable Baselines3, except for the discount factor $\gamma$ which we choose as 0.75. The mean output of the stochastic policy and the value function are approximated by two neural networks, each containing two hidden layers with 64 neurons and tanh activation functions. The training process alternates between sampling data for 20 trajectories (of length 100 timesteps each) and updating the policy. Each policy update consists of multiple gradients steps through the most recent data using 10 epochs, a minibatch size of 64 and a learning rate of 0.0003. The policy is trained for a total of one million timesteps, corresponding to 10000 trajectories. Figure 2 reports the learning curves. During training, the policy is tested (with stochasticity switched off) after each update using 10 separate test trajectories, and is saved if it outperforms the previous best policy. Finally, the RL-ROE is defined using the latest saved policy upon ending of the training process, and the stochasticity of the policy is switched off during subsequent evaluation of the RL-ROE.

![Figure 2: Learning curves for the stochastic policy. The line and shaded area show the mean and standard deviation of the results over 10 runs, each one smoothed with a moving average of size 100 episodes.](image)

F KALMAN FILTER

The time-dependent Kalman filter that we use as a benchmark in this paper, KF-ROE, is based on the same ROM (2) as the RL-ROE, with identical matrices $A_r$, $C_r$ and $U$. Similarly to the RL-ROE, the reduced-order estimate $\hat{x}_k$ is given by equation (3a), from which the high-dimensional estimate is reconstructed as $\hat{z}_k = U\hat{x}_k$. However, the KF-ROE differs from the RL-ROE in its definition of the action $a_k$ in (3a), which is instead given by the linear feedback term (4). The calculation of the optimal Kalman gain $K_k$ in (4) requires the following operations at each time step:

$$P_k^- = A_k P_{k-1} A_k^T + Q_k,$$
$$S_k = C_r P_k^- C_r^T + R_k,$$
$$K_k = P_k^- C_r^T S_k^{-1},$$
$$P_k = (I - K_k C_r) P_k^-,$$

where $P_k^-$ and $P_k$ are respectively the a priori and a posteriori estimate covariance matrices, $S_k$ is the innovation covariance, and $Q_k$ and $R_k$ are respectively the covariance matrices of the process noise $w_k$ and observation noise $v_k$ in the ROM (2). Since these noise covariance matrices are unknown, we choose $Q_k = R_k = I$ for all $k$ after verifying empirically that these values yield the best possible results. At time step $k = 0$, the a posteriori estimate covariance is initialized as $P_0 = \text{cov}(U^T z_0 - \hat{x}_0)$, which can be calculated from the initial reference and estimated state distributions.